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in flows at low Reynolds number. Therefore, it is useful
and practical to study turbulent reacting flows at lowerA computational algorithm is described for direct numerical simu-

lation (DNS) of a reactive plume in spatially evolving grid turbulence. Reynolds numbers, since such flows can be computed by
The algorithm uses sixth-order compact differencing in conjunction direct numerical simulation (DNS). In DNS, the exact gov-
with a fifth-order compact boundary scheme which has been devel- erning equations are solved in order to gain insight intooped and found to be stable. A compact filtering method is dis-

the turbulence and combustion phenomena. In performingcussed as a means of stabilizing calculations where the viscous/
a DNS, it is important to select the proper numericaldiffusive terms are differenced in their conservative form. This ap-

proach serves as an alternative to nonconservative differencing, method for treating the flow of interest. Since turbulent
previously advocated as a means of damping the 2d waves. In flows contain a wide range of length scales, spectral meth-
numerically solving the low Mach number equations the time deriv-

ods are a natural choice for DNS due to their high accuracyative of the density field in the pressure Poisson equation was found
and their ability to correctly represent a broad range ofto be the most destabilizing part of the calculation. Even-ordered

finite difference approximations to this derivative were found to be wavenumbers. The application of spectral methods to tur-
more stable (allow for larger density gradients) than odd-ordered bulent reacting flows was initiated by Riley et al. [1] and
approximations. Turbulence at the inlet boundary is generated by was continued by McMurtry et al. [2], Givi et al. [3], and
scanning through an existing three-dimensional field of fully devel-

Leonard and Hill [4].oped turbulence. In scanning through the inlet field, it was found
Spectral methods are employed by expanding the depen-that a high order interpolation, e.g., cubic-spline interpolation, is

necessary in order to provide continuous velocity derivatives. Re- dent variables in truncated series of orthogonal basis func-
garding pressure, a Neumann inlet condition combined with a tions satisfying the required boundary conditions. Spatial
Dirichlet outlet condition was found to work well. The chemistry derivatives are evaluated locally in the transformed do-
follows the single-step, irreversible, global reaction: Fuel 1 (r)

main, while nonlinear products are evaluated locally in theOxidizer R (1 1 r)Product 1 Heat, with parameters chosen to match
physical domain. The most common expansion used isexperimental data as far as allowed by resolution constraints. Simula-

tion results are presented for four different cases in order to examine Fourier series, although Chebyschev polynomials, Leg-
the effects of heat release, Damköhler number, and Arrhenius kinetics endre polynomials, Jacobi polynomials, and other series
on the flow physics. Statistical data from the DNS are compared to have sometimes been employed [5]. With Fourier methods,theory and wind tunnel data and found in reasonable agreement

the mapping between physical space and spectral spacewith regard to growth of turbulent length scales, decay of turbulent
can be performed efficiently using a fast Fourier transformkinetic energy, decay of centerline scalar concentration, decrease in

scalar rms, and spread of plume profile. Reactive scalar statistics are (FFT) algorithm. Spectral and pseudo-spectral methods
consistent with expected behavior. Q 1996 Academic Press, Inc. have the advantages that phase errors are very small and

rates of convergence are very high. Pseudo-spectral meth-
ods are at least twice as accurate in each spatial dimension1. INTRODUCTION
as typical finite-difference schemes using the same resolu-
tion [6, 7]. One drawback of spectral methods is that theTurbulent reacting flows occur in a wide variety of atmo-
class of complete basis functions, which allow matchingspheric, oceanic, and biological processes and, hence, have
the boundary conditions and also possess the propertiesgenerated a great deal of scientific interest. Furthermore,
of rapid convergence, is limited. The application of Fourierthe need to predict the combustion efficiency and pollutant
series is restricted to problems with periodic or free-slipformation in a wide variety of man-made devices, from
boundary conditions. Chebyschev polynomials can be ap-power plants to jet engines, has driven the development
plied to problems with arbitrary boundary conditions butof various methods for computing turbulent flows with
the distribution of collocation points for the method maychemical reactions. The Reynolds number of flows of scien-

tific and engineering interest is often very high; however, not be ideal for many problems. Spectral methods are
thus limited in their ability to treat common boundarymany physical phenomena in these flows are also observed
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conditions, e.g., inflow/outflow, although work on the spec- Compact schemes have a pure central difference form
(except near the boundaries) and thus have no built-intral element method [8, 9] has made significant progress

in removing this limitation. If spectral methods are applied artificial dissipation. This means that they should only be
applied to flows where the shortest length scales are deter-to flows containing shocks, then the computational grid

must be locally refined in order to fully resolve the disconti- mined physically and not numerically; i.e., the solution
should be smooth. With finite difference schemes, disper-nuity; otherwise Gibb’s phenomenon will act to degrade

the solution. sion errors, resulting from inadequate resolution, show up
in local oscillations near a shock or discontinuity. However,Finite-difference methods, on the other hand, have the

advantage of easy application to all types of boundary since the compact scheme is a global scheme, inadequate
resolution in one part of the domain can contaminate theconditions. They may be constructed to arbitrarily high

orders of accuracy, albeit with increasing computational solution everywhere; the same is true for spectral schemes.
However, with adequate resolution, the compact schemecost; hence, second- and fourth-order schemes are most

commonly used in computing complex flowfields. In addi- is suitable for high Mach number flows and has been used
to investigate shock wave structure [16] and to predicttion, finite-difference schemes have been developed which

eliminate spurious oscillations around a shock without the shocklet formation in temporally decaying turbulence [17],
In simulating spatially developing turbulence, it is desir-need for smearing the discontinuity over several grid

points. E.g., total variation diminishing (TVD) schemes able to introduce a fully developed turbulent field at the
inlet. Otherwise a lengthy computational region is neces-[10] use a ‘‘smart’’ artificial viscosity which is small in

regions of smooth flow but which grows at a discontinuity. sary for instabilities to grow and eventually develop into
turbulent flow far downstream [18, 19]. Lee et al. [20]The growth of the artificial viscosity near the shock reduces

the scheme to first-order locally, thereby preventing oscil- introduced a method for generating inlet turbulence in
which the energy spectrum of a flow variable is prescribedlations.

In treating turbulent reacting flows with heat release it in terms of frequency and two transverse wave numbers.
The Fourier coefficients are written in terms of the pre-is desirable to have at least one open boundary [11] so

that the flow may expand due to chemical heat release [12, scribed spectrum and a random phase factor. The fluctua-
tion signal is then obtained by inverse Fourier transforms13]. Otherwise, the pressure in the domain will continually

increase and affect the turbulence and rate of chemical in the homogeneous (transverse) directions, followed by
a sum over all frequencies. In order that the signal bereaction [2, 14]. This means that a method must be chosen

which can accurately resolve the wide range of length scales nonperiodic, the phase factors are changed once in a given
time interval at a random instance and by a randomof the turbulent field, but which can handle open boundary

conditions. The compact (Padé) scheme fits both these amount. A drawback to this practice is that the generated
signal is discontinuous and the frequency spectrum of therequirements and therefore is a good choice for computing

these types of flows. The sixth-order version of the compact turbulence signal generated is not the same as the target
spectrum. Furthermore, the incoming flow must undergoscheme, in particular, provides a high degree of numerical

accuracy at a low computational cost. The global nature some adjustment before the turbulence becomes fully de-
veloped. Le and Moin [21] used a modified version of thisof the compact scheme makes it necessary to use accurate

boundary conditions. Boundary conditions which may method to simulate a turbulent, wall-bounded flow over
a backward-facing step. Friedrich and Arnal [22] used aseem suitable with low order schemes (with built-in dissipa-

tion) may not perform well with compact differencing. The different approach in their large eddy simulations (LES)
of turbulent flow over a backstep. They first performedcompact scheme is known to work well with nonreflecting

boundary conditions [15] which may be used in conjunction a preliminary LES of fully developed channel flow with
periodic boundary conditions in the streamwise direction.with the compressible Navier–Stokes equations. Chen et

al. [12] used nonreflecting boundary conditions in one di- In the preliminary simulation, they chose a plane perpen-
dicular to the mean flow and stored the velocity vector inrection of an otherwise periodic domain in order to simu-

late temporally decaying turbulence with an exothermic that plane for all time steps needed. The stored data were
then used as inflow conditions for the backward-facing stepchemical reaction. Since combustion often occurs at low

speeds, a low Mach number approximation is often applied flow. A primary motivation for the present work is to test
an alternative methodology for introducing a turbulentto the fully compressible Navier–Stokes equations in order

to increase the maximum stable time step. The resulting flow at the inlet. The particular flow under investigation
is a reactive plume in spatially evolving grid turbulence.equations are elliptic and nonreflecting inflow/outflow con-

ditions can no longer be applied to such flows. One objec- The grid turbulence is specified at the inlet by literal appli-
cation of Taylor’s hypothesis [23] in which a frozen turbu-tive of the present work is to demonstrate the stability

of the compact scheme with the turbulent inflow/outflow lent field is scanned at a rate equal to the mean stream-
wise velocity.conditions described herein.
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FIG. 1. Schematic of flow geometry.

In the present simulations, a local source of fuel and a 3. NONDIMENSIONALIZATION
coflow of oxidizer are introduced at the inlet along with

In this work, a superscript * denotes a dimensional quan-a fully developed turbulent field. The turbulent flow is
tity while a subscript y denotes a free-stream or referencedesigned to match wind tunnel experiments of a plume in
quantity (also dimensional). Subscripts f, o, and p denotegrid-generated turbulence. Such experiments have been
the fuel, oxidizer, and product, respectively, in the single-performed by Mickelsen [24], Gad-el-Hak and Morton
step global reaction: Fuel 1 (r)Oxidizer R (1 1 r)Pro-[25], Nakamura, Sakai, and Miyata [26], and Brown and
duct 1 Heat. Here r is the mass of oxidizer required to reactBilger [27]. The fuel reacts with the oxidizer and releases
with a unit mass of fuel. Reference and nondimensionalheat as the reactants and product are carried downstream.
quantities are defined as follows:The nature of the computational algorithm, along with

the large memory requirements of the flow configuration, Ly ; width of flow domain
make this problem a good candidate for parallel execution.

ry ; density at inletHence, a secondary goal of this work is to address key
Uy ; mean streamwise velocity at inletissues involved in parallelizing a DNS code for turbulent

reacting flows. In the remaining sections the flow geometry ey ; dynamic viscosity at inlet
is described and the governing equations are derived. The Ty ; temperature at inlet
numerical algorithm is presented in detail, including a de-

Ry ; R*u ON

i51
(Yi/W*i ) ; mass-based ideal gas constantscription of the inlet boundary condition where the turbu-

k* ; thermal conductivitylence is introduced. Issues related to parallelizing the code
are addressed. A comparison is made between the flow K* ; reaction rate coefficient (depends on Yf 1 and Yo2)
parameters of the DNS and the wind tunnel experiment R*u ; universal gas constant
of Brown and Bilger. Attention is given to the limits of

E*a ; activation energyDNS for matching ‘‘real-world’’ flows. Results are pre-
W*i ; molecular weight of species isented for the velocity and chemical fields and comparisons

are made with various theories and experimental data in xi ; x*i /Ly 5 nondimensional distance in ith distance
order to test the validity of the DNS results. Finally, the t ; Uyt*/Ly 5 nondimensional time
effectiveness of the current scheme for computing spatially

r ; r*/ry 5 nondimensional densitydeveloping, turbulent, reacting flows is discussed.
ui ; u*i /Uy 5 ith component of nondimensional velocity

vector u2. FLOW CONFIGURATION
p ; p*/ryU 2

y 5 nondimensional pressure
The flow to be simulated is a plume, reacting in grid T ; T*/Ty 5 nondimensional temperature

turbulence at low Mach number. The fuel is introduced as
e ; e*/ey 5 nondimensional dynamic viscositya small circular source with a rounded, approximately top-
Di ; D*i /Dy 5 nondimensional diffusivity of species ihat profile located at the center of the inlet. The reaction

progresses downstream as the turbulence decays. The nu- Ta ; E*a /R*u Ty 5 nondimensional activation temper-
merical resolution consists of 512 points in the streamwise ature
direction, with 128 points in each of the transverse direc-

E ; p/r(c 2 1) 1 ujuj/2 5 nondimensional total energy
tions. The flow is periodic at the cross-stream boundaries

Yi ; mass fraction of species iwith inflow and outflow conditions in the streamwise direc-
tion; Fig. 1 shows the flow geometry. Yf 1 ; mass fraction of fuel in fuel stream
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Yo2 ; mass fraction of oxidant in oxidizer stream ẇo 5 rẇf (10)

c ; c*p /c*v 5 ratio of specific heats q 5 hf 1 rho 2 (r 1 1)hp is the heat of combustion. (11)
hi ; h*i /RyTy 5 nondimensional enthalpy of formation

of species i Equations (1)–(3) describe the conservation of mass, mo-
mentum, and energy in a fluid continuum. Equations (4)M ; Uy/ÏcRyTy 5 Mach number
and (5) describe the advection, diffusion, and reaction ofRe ; ryUyLy/ey 5 Reynolds number
fuel and oxidizer, respectively. Equation (6) is the perfect

Pr ; c*p e*/k* 5 Prandtl number (assumed constant) gas law. Here it has been assumed that the fuel, oxidizer,
and product are of equal molecular weight, so that a single,Sc ; ey/ryDy 5 Schmidt number
apparent gas constant governs the mixture. For turbulentDa ; ryK*Ly/Uy 5 Damköhler number
reacting flows with large heat release and chemical species

Pe ; ReSc 5 Peclet number of nonequal molecular weight, the apparent gas constant
Le ; Sc/Pr 5 Lewis number must be computed as a function of space and time by

summing the gas constants of the individual species times
4. CONSERVATION LAWS their mass fractions. In cases where the reactants are suffi-

ciently dilute, the heat release from the chemical reaction
The flow is governed by the Navier–Stokes equations, may be insufficient to cause significant density variations;

two species of transport equations, and the ideal gas law. hence the assumption of equal molecular weights need not
These equations can be written in nondimensional form be made. Equation (8) is Sutherland’s empirical formula
for a Cartesian coordinate system as for the temperature dependence of the dynamic viscosity.

The constants C1 and C2 correspond to air; hence, it is
assumed that air is the primary dilutant. Once combined­r

­t
1

­ruj

­xj
5 0 (1)

with a set of boundary and initial conditions, these equa-
tions define the mathematical problem to be solved.
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D2 ẇo (5)

The mass fractions of oxidizer and product are related top 5
rT

cM2 , (6)
Yf and j via

where Yo 5 Yo2(1 2 j) 1 r(Yf 2 jYf1) (14)

Yp 5 (r 1 1)(jYf1 2 Yf). (15)
ti j 5 e S­ui

­xj
1

­uj

­xi
2

2
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di j
­uk
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D is the viscous stress tensor

The switch from an oxidizer equation to a conserved scalar
(7) equation is motivated by the simpler form and also by

theoretical work, such as equilibrium theory [28], the lami-
e 5 C1

T 3/2

T 1 C2
, C1 5 1.3702213, C2 5 0.3702213 (8) nar flamelet model [29], and the conditional moment clo-

sure [30], which attempt to model average mass fractions
and/or reaction rates in terms of Zeldovich parametersẇf 5 DarYfrYoe2(Ta/T ) is the reaction rate (9)
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such as j. Using this approach, the resulting data more r 5 r(0) 1 «r(1) 1 ? ? ? (18)
readily allow for comparison with these models. In addi-

ui 5 u(0)
i 1 «u(1)

i 1 ? ? ? (19)
tion, certain theoretical considerations make use of the
stoichiometric surface, which is defined as T 5 T (0) 1 «T (0) 1 ? ? ? (20)

p 5
rT

cM2 5
1
«

r(0)T (0) 1 r(1)T(0) 1 r(0)T (1)

j(x, t) 5 jst ;
Yo2

rYf1 1 Yo2
. (16)

1 ? ? ? 5
1
«

p(0) 1 p(1) 1 ? ? ? (21)
6. LOW MACH NUMBER APPROXIMATION

rE 5
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Many important reacting flows, ranging from the fate of

ozone in the atmosphere to the burning of fossil fuels for
energy, occur at low speeds. The Mach number of these

1
p(1)

c 2 1
1 r(0) u(0)2

j

2
1 ? ? ? (22)flows is small yet the density may vary due to heat release.

Explicit numerical methods for computing compressible
j 5 j (0) 1 «j (0) 1 ? ? ? (23)flows must be able to track the maximum speed at which

information may propagate, which is equal to the maxi- Yf 5 Y (0)
f 1 «Y (1)

f 1 ? ? ? . (24)
mum flow velocity plus the speed of sound. The inviscid
CFL condition, Substituting Eqs. (18)–(24) into Eqs. (1)–(4), (6), and (13)

and collecting the lowest order terms in «, yields the follow-
ing first-order equations:

Dt # S uuu
Dx

1
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(17) ­r(0)
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,
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­xi
5 0 (26)

specifies an upper limit to the maximum stable time step
that may be used in any explicit method for solving the

r(0) ­u(0)
j

­xj
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RePr
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­xj
Se

­T (0)

­xj
D1

c 2 1
c

qẇfG (27)compressible Navier Stokes (N-S) equations [31]. From
this condition we observe that Dt approaches zero as the
Mach number goes to zero. Implicit methods permit a ­r(0)j (0)

­t
1

­r(0)j (0)u(0)
j

­xj
5

1
ReSc

­

­xj
Se

­j (0)

­xj
D (28)larger Dt, but the maximum value is normally less than 5–10

times that given by (17) because, with larger Dt, truncation
errors become unacceptable and the time accuracy is lost. ­r(0)Y (0)

f

­t
1

­r(0)Y (0)
j u(0)

j

­xj
5

1
ReSc

­

­xj
Se

­Y (0)
f

­xj
D 2 ẇf (29)Thus, even if an implicit scheme is used, it is not practical

to compute very low Mach number flows using the fully
p(0) 5 r(0)T (0). (30)compressible N-S equations. This timestep restriction may

be circumvented by applying a low Mach number approxi-
Equation (26) states that p(0), which is interpreted as themation to the governing equations, which effectively de-
thermodynamic pressure, is uniform in space. Thus, forcouples the acoustic modes from the vorticity and entropy
combustion in an open domain, p(0) is fixed to its value atmodes, thus permitting much larger time steps [2]. This
y, which is here assumed to be constant in time. Thusmakes it much more practical to solve problems where
(27), the lowest order energy equation, contains no timecompressibility is primarily due to the exothermicity of
derivative. Note that heating due to viscous dissipationchemical reactions, which is the case considered here. The
drops out as a result of the approximation and that (25),low Mach number approximation is useful in reacting flows
(28), and (29) remain unchanged.if the chemistry is not too fast. Otherwise it may be the

Since all the dependent variables except p(0) havefastest reaction, and not the fluid velocity, that sets the
dropped out of the first-order momentum equation, themaximum stable timestep. Furthermore, if the reaction is
second-order momentum equation must be included intoo strong, a high Mach number, e.g., detonation, flow
order to close the system:may develop.

The low Mach number equations are derived as follows:
Let « ; c M2 ! 1 and expand the dependent variables as ­r(0)u(0)

i

­t
1

­r(0)u(0)
i u(0)

j

­xj
5 2

­p(1)

­xi
1

1
Re

­t (0)
ij

­xj
. (31)

power series in «:
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Here, p(1) is interpreted as the dynamic pressure. Since S­r

­tDn11

5 3F n
r 2 3F n21

r 1 F n22
r , (37)p(0) 5 const, (25), (27), (28)–(31) comprise eight equations

for the eight unknowns: r(0), u(0), v(0), w (0), T (0), p(1), j (0),
and Y (0)

f ; thus, the equation set is closed.
where Fr is defined in Eq. (39) below. This is likely due to
the fact that even-ordered schemes are dissipative, whereas

7. NUMERICAL ALGORITHM
odd-ordered schemes are dispersive [31]. Even with an
even-ordered approximation to the density time derivative,7.1. Third-Order Adams–Bashforth Scheme
however, it was found that the third-order Adams–

The superscripts will now be dropped, except to distin- Bashforth scheme is only stable for maximum density vari-
guish between the thermodynamic, p(0), and dynamic, p(1), ations up to about a factor of 3. Sandoval found that by
pressures. Integrating Eq. (31) from time t to time t 1 decreasing the Reynolds number and performing an itera-
Dt gives tion, larger variations in r could be achieved [33]. Najm

demonstrated that a predictor–corrector time-stepping al-
gorithm is stable for very large density changes [34].(rui)n11 2 (rui)n 5 Et1Dt

t
Bi dt 2

­

­xi
DtP, (32)

The momentum equation now becomes

where
(rui)n11 5 (rui)* 2 Dt

­P

­xi
, (38)

n 5 t/Dt

Bi 5 (­/­xj)(ti j/Re) 2 (ruiuj)
where P is the solution to (34) using (36). Finally, heat

P 5 dynamic pressure averaged over time interval release and diffusion effects must be included by ensuring
(t, t 1 Dt). that Eq. (27) is satisfied at each instant in the calculation.

There are several ways of doing this; here we will followThe integral on the right-hand side of (32) is computed
the technique of McMurtry et. al. [2] by rewriting Eq.using a third-order, one-sided approximation,
(25) as

Et1Dt

t
Bi dt 5

Dt
12

(23B n
i 2 16B n21

i 1 5B n22
i ), (33)

­r

­t
1 uj

­r

­xj
1 r

­uj

­xj
5 0

which, when used in (32), gives the Adams–Bashforth
(A-B) scheme. The A-B method is numerically efficient, and replacing the third term on the left-hand side with Eq.
but requires fluxes at two previous time-steps and, thus, (27). This gives an equation for the local density,
has large storage requirements [32]. This scheme is well
suited to the CM-5 which has 16 Gbytes of RAM. Taking ­r

­t
5 Fr 5 2uj

­r

­xj
2

1
T

(39)
the divergence of (32) and using (25) gives

F 1
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qẇfG .=2P 5
1
Dt FS­r

­tDn11

1 = ? (ru)*G , (34)

7.2. Pressure Projection Methodwhere
The equations are advanced in time according to the

projection method [35]. First, Eq. (39) is time-stepped via(rui)*5(rui)n 1
Dt
12

(23B n
i 216B n21

i 15B n22
i ). (35)

(33) to obtain rn11, and Eq. (36) is used to get (­r/­t)n11.
Second, (rui)* is obtained from Eq. (35), = ? (ru)* is taken,

The density time derivative in (34) is a potential source of and the right-hand side of (34) is computed. Third, with
instability and requires careful treatment. In practice, the periodicity in the y and z directions, Eq. (34) is Fourier
second-order explicit approximation transformed in y and z yielding

­2 P̂̂

­x2 2 l2 P̂̂ 2 k2 P̂̂ 5 rhs
`̀

(x, l, k),S­r

­tDn11

5
3rn11 2 4rn 1 rn21

2 Dt
(36)

has been found to be much more stable than third-order where a hat, f̂, denotes the Fourier transform of a function
and l and k are wavenumbers in the y and z directions,explicit and compact approximations, e.g.,
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respectively. The flow is assumed to exit into a large ambi-
f91 1 4f92 5 2

37
12h

f1 1
2

3h
f2ent domain; hence the exit pressure is set to zero. With

the exit pressure fixed, a Neumann condition must be sup-
plied at the entrance [36]; hence the pressure derivative 1

3
h

f3 2
2

3h
f4 1

1
12h

f5
normal to the inlet is set to zero. A fourth-order central
finite difference approximation for ­2 P̂̂ /­x2, with a sec- af91 1 f92 1 af93 5 af1 1 bf2 1 cf3 1 df4 1 gf5ond-order approximation at the i 5 2 and i 5 nx-1 bound-
ary nodes, results in the following pentadiagonal matrix .

.

.for P̂̂ :
12f9i21 1 36f9i 1 12f9i11 5 (fi12 1 28fi11

23P̂̂1 1 4P̂̂2 2 P̂̂3 5 0 2 28fi21 2 fi22)/h

P̂̂1 2 [2 1 Dx2(l2 1 k2)]P̂̂2 1 P̂̂3 5 Dx2 rhs
`̀

(2, l, k) .
.
.

.

.

. af9nx22 1 f9nx21 1 af9nx 5 2afnx 2 bfnx21

2 P̂̂i22 1 16P̂̂i21 2 [30 1 12Dx2(l2 1 k2)]P̂̂i 2 cfnx22 2 dfnx23 2 gfnx24

1 16P̂̂i11 2P̂̂i12 5 12Dx2 rhs
`̀

(i, l, k)
4f9nx21 1 f9nx 5

37
12h

fnx 2
2

3h
fnx21

.

.

.

P̂̂nx22 2 [2 1 Dx2(l2 1 k2)]P̂̂nx21 2
3
h

fnx22 1
2

3h
fnx23 2

1
12h

fnx24 .

1 P̂̂nx 5 Dx2 rhs
`̀

(nx 2 1, l, k),
Here:

P̂̂nx 5 0.
h 5 Dx 5 Dy 5 Dz 5 grid spacing

After solving this system of equations for P̂̂, P is then a 5 0.2142857143
obtained by a two-dimensional inverse FFT. Next, P is a 5 20.6785714286/h
used in Eq. (38) to get (rui)n11. Finally, Eqs. (28) and (29)

b 5 20.119047619/hare time-stepped via (33) to get (rj)n11 and (rYf)n11, and
c 5 0.8571428571/hall primitive variables at time n 1 1 are obtained by divid-

ing by rn11. Note that p(0) is set from the initially constant d 5 20.07142857143/h
density and temperature fields according to (30).

g 5 0.0119047619/h.

7.3. Sixth Order Compact Scheme A periodic tridiagonal solver is used to compute derivatives
in the y and z directions. The sixth-order compact schemeThe code uses a sixth-order accurate compact scheme
has the ability to accurately represent phase speeds atfor computing spatial derivatives. The compact scheme is
high wavenumbers. The inability of conventional finite-superior to finite-difference methods in resolving the small
difference schemes to accurately compute phase speeds atscales. The resolution characteristics of a scheme can be
high wavenumbers can lead to significant dispersion errorsquantified by means of a Fourier analysis of the differenc-
in the solution.ing algorithm. Lele [16] has demonstrated that compact

schemes are similar to spectral schemes in accurately com-
8. BOUNDARY CONDITIONSputing the higher wavenumbers of a problem. This makes

them good alternatives to spectral schemes if the problem
The elliptic nature of the equations presents a dilemmahas nonperiodic boundaries. Typically the global error is

since boundary variables depend on uncomputed regionsdominated by the boundary error; thus it is desirable to
upstream and downstream of the computational domain;have a high formal accuracy at the boundaries. In the
thus some error is unavoidable at the inlet and exit.present simulations, a fifth-order compact boundary

scheme has been derived for use at the inlet and exit. The
8.1. Inlet

fifth-order scheme is one-sided at the first boundary node
and ‘‘lop-sided’’ at the second boundary node. Combining All variables, except pressure, are specified at the inlet.

The incoming turbulence is created by ‘‘scanning’’ throughthe sixth-order scheme for the interior points with the fifth-
order boundary scheme results in the following tridiagonal an existing 1283 velocity field generated by Mell [37]. The

rate of scan is set equal to the mean streamwise velocitymatrix for the x derivative, f9, of a variable, f:
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8.2. Exit

A one-dimensional advection condition is used at the
outlet such that all variables, except pressure, satisfy an
equation of the form

­f

­t
1 C

­f

­x
5 0, (40)

where C is a phase speed which should characterize the
celerity of the large eddies [38] and must be positive for
stability [39]. Often C is set to an average exit velocity
[40], which is the case here; hence C 5 kUlexit .

9. CONSERVATION CHECKS

Since the continuity equation (1) has been replaced by
(39), a valid question arises as to whether the numerical
algorithm conserves mass. In performing the simulations,

FIG. 2. Three-dimensional energy and dissipation spectra of inlet tur- conservation of mass and momentum are periodically
bulence. checked by integrating the continuity and mechanical en-

ergy equations over the flow domain. The scheme was
found to conserve both mass and momentum globally. The
various terms monitored in the mechanical energy equa-

at the inlet Uy , and cubic-spline interpolation is used to tion are
obtain velocity values which lie between data planes. It
was found that linear interpolation is unacceptable since
it gives functions with discontinuous derivatives. The pres- ­

­t
E

V
r

ujuj

2
dV rate of increase of energy

sure-work term in the equation for the conservation of
mechanical energy is very sensitive to velocity derivatives E

A
ru

ujuj

2
ux2x1

dA net energy flux through inlet and outletat the inlet and linear interpolation causes this term to os-
cillate.

Figure 2 shows the three-dimensional energy and dissi- E
V

uj
­P

­xj
dV pressure workpation-rate spectra of the inlet turbulence, E(k) and «(k),

respectively, where k is the magnitude of the three-dimen-
sional wavevector. The spectra were computed by averag- 2

1
Re

E
V

ui
­ti j

­xj
dV viscous work.

ing the Fourier amplitudes of the velocities over spherical
shells in wavenumber space. The integral, Taylor, and Kol-
molgorov scales at the inlet are The terms should sum to zero if momentum is conserved.

If the Reynolds number is increased beyond that which
allows adequate resolution, the sum of these terms will
deviate from zero. This effect shows up well before the

l ; l*
Ly

5 S3
8D ey

0 (E(k)/k) dk

ey

0 E(k) dk
5 0.141 solution becomes unstable and provides a resolution check

on the simulation. Additionally, the left- and right-hand
sides of the internal energy equation (27) and the Poisson

l ; l*
Ly

5
1

2f S 15u2
rms

ey

0 k2E(k) dk
D1/2

5 0.0646 equation (34) are periodically compared and plotted.
These relations were found to be satisfied at each instant
in the calculation, ensuring conservation of energy and an

h ; h*
Ly

5
1

2f S 1
15D1/4 S nl

Reurms
D1/2

5 0.00400. accurate dynamic pressure field. The agreement between
the left- and right-hand sides of these equations is quanti-
fied by calculating a normalized difference defined as

Here urms is the root-mean-square velocity of the incoming
turbulence nondimensionalized by Uy (i.e., the turbu-

U ; k(LHS 2 RHS)2l
Ïk(LHS)2lk(RHS)2l

,
lence level).
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where U must be close to zero for a well-resolved calcu- the operation is complete. By optimizing array layouts
in memory, the execution time of the present code waslation.
decreased by over a factor of 30.

10. STABILITY The Poisson solver described previously, as well as the
compact scheme for computing spatial derivatives, both

The stability of the compact scheme depends on the require matrix inversions. The Gaussian reduction proce-
manner in which second derivatives are computed. Note dure for matrix inversion is necessarily an order-dependent
that, in the viscous/diffusive terms in the governing equa- process. One method for parallelizing matrix operations
tions, e, r and D are not constants and appear inside one is to split the matrix into submatricies and follow a fork-
of the derivatives. This means that it is much simpler to and-join model [42], where each processor is given some
compute a first derivative, multiply it by the appropriate number of operations to perform. For the present simula-
variable(s), and then take another derivative, than it is to tions, a much simpler approach, i.e., domain decomposi-
expand the derivatives using the chain rule and then take tion, was taken. For example, in order to to compute the
second derivatives directly. Furthermore, expanding the x derivative of an array, the array is first copied into a
viscous/diffusive terms causes the loss of their conservative dummy array with the x dimension laid out serially so that
form. However, Lele [16] advocates using the nonconser- all elements of the x index reside on a single processor.
vative approach in order to provide finite damping of grid The Gaussian reduction operation is then done serially
to grid oscillations (2d waves). The 2d waves remain on that index. Since the computational domain is three
undamped if the conservative form is used with two consec- dimensional, the matrix inversion along the x direction is
utive applications of the first derivative operator. This done a plane at a time, i.e., the domain is partitioned into
means that tiny oscillations, possibly arising from numeri- y-z planes which are operated on in parallel. This practice
cal roundoff error, may gradually grow in time and event- is most efficient if the total number of grid points in a y-z
ually affect the stability of the scheme. plane equals or exceeds the number of physical processors

In the present approach the viscous/diffusive terms are available. In such cases, no penalty is paid by executing
solved in conservative form. Damping the 2d waves is ac- the x index serially. The same procedure is used for com-
complished by a applying a fourth-order compact filter to puting y and z derivatives. Layout changes of this sort
the primitive variables at every fifth timestep. The energy require extensive node communication, but this is a rela-
removed by the filter is compared to the other terms in tively efficient process on the CM-5; i.e., it is far faster
the integrated mechanical energy equation and found to than performing a do loop operation on an array index
be negligible. Compact filters are much better low pass which has been distributed over multiple nodes. Fast Fou-
filters than explicit schemes since they confine their effects rier transforms (FFTs) may operate on the same principle,
to the highest wavenumbers. This provides the necessary transforming in one direction a plane at a time. If a purely
damping of the 2d waves without contaminating the com- serial operation must be performed, i.e., one that cannot be
putation. However, filtering in this manner will not stabilize parallelized in any direction, then the quickest procedure is
an underresolved calculation [41]. to call a library routine which copies the array onto the

front-end computer, operate on the array, and then call
11. PARALLEL COMPUTING another library routine to copy the results back to the CM.

However, on the CM-5, caution must be taken to ensure
11.1 Optimization

that there are no array home mismatches. An array home
mismatch occurs whenever an array is passed to a subrou-The primary task of converting a code to run on a distrib-

uted memory machine is to optimize array layouts in mem- tine in which it has a different layout than in the calling
routine. If this happens, the code will run, but the computedory so that the computational load is well balanced among

the processors. Another task is to minimize interprocessor results will be in error.
communication which necessarily results from finite-differ-
ence operations. On the CM-5, each element of an array 11.2. Performance
may reside on a different virtual processor or the entire

One measure of the parallel efficiency of a code is howarray may reside on the front-end computer. The manner in
evenly the computational load is distributed among thewhich array elements are distributed among the processors
processors. For the present simulations the load balancecan have tremendous impact on the performance of a DNS
was measured as follows:code. In order to achieve good performance, it is crucial

that order-dependent operations (do loops) be avoided
Load balance 5wherever possible and that they not be performed on array

indices that have been distributed over multiple nodes. (Total node 1 Communication time)
(Number of processors)(Total elapsed time)

5 0.91.
Such operations force all but one processor to sit idle until
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TABLE IIf all of the processors are busy all of the time, then the
above ratio will be unity. If many processors sit idle while Comparison of Flow Parameters from the Wind Tunnel
only a few are computing, then this ratio will be much Experiment of Brown and Bilger and from the DNS Case A
lower. The ratio for the plume code of 0.91 indicates a

Parameter Experiment DNS case Areasonably efficient use of all processors. The efficient use
of processors is aided by choosing grid dimensions which

0.062 0.26match the number of processors in a partition. E.g., if the urms ;Shu ? ul
3 D1/2

code is run on a 128-node partition, then a grid resolution
0.185 0.642d

lof 128 points, or some multiple thereof in at least one
r 1.6 1.6direction, is optimal.

Yo2 1.67 3 1026 0.2Another measure of parallel efficiency is scalability, i.e.,
Yf1 5.52 3 1024 1

the reduction in computing time achieved when the num-
0.00184 0.111ber of processors is doubled. If the amount of interproces- jst ;

Yo2

rYf1 1 Yo2sor communication of a code is very high, it will not per- 3.81 3.81Dat ; K*l*

u*rms
form well on a large processor partition. For the present
code, wall clock times were measured on two different 665 147Ret ;

u*rmsl*
n*partitions (using a grid resolution of 512 3 128 3 128) to

Sc 0.75 0.75obtain the following measure of scalability:

Scalability 5
43.8 s per time-step on 128-node partition
24.3 s per time-step on 256-node partition

5 1.8. fractions, whereas here mass fractions are used. Table I
lists parameters for the wind tunnel experiment and for
case A from the numerical simulation. In the table, d isThe scalability factor of 1.8 again indicates a well-paral-
the nozzle diameter of the fuel source (for the DNS thislelized code. The memory requirements of the code in-
is defined as the diameter of a tophat source having equiva-crease slightly as the number of processors increases. Run-
lent mass flux), and Dat and Ret are the turbulent Dam-ning on a 128-node partition requires 2.75 Gbytes of RAM,
köhler and Reynolds numbers, respectively, defined at thewhereas running on a 256-node partition requires 3 Gbytes.
inlet. The parameters d/l and Ret differ due to numericalThis may be due to the way the compiler optimizes the
resolution requirements.code for different partitions.

Regarding the difference in jst , very low values of jstUsing standard linear equations software, comparisons
act to increase the resolution requirements of the chemicalhave been made of actual floating-point operations per
fields. This can be understood by considering the resolutionsecond achieved, using full optimization, on both the
requirements for Yp . Yp is zero where j is zero, and itCM-5 and Cray C90 [42]. A Cray C90 with 16 processors
attains its maximum value, where j 5 jst . If jst is close towith cycle times of 4.2 ns ran the computer code at 10.78
zero, then a small change in j corresponds to a very largeGflops, whereas a CM-5 with 512 processors ran at 30.4
change in Yp . The same is true for Yo , which must beGflops. However, the operational speed of the computers
adequately resolved in order to get accurate values for ẇf .depends to a large extent on the nature and size of the
The fact that an equation for Yo is not being solved makescomputations performed, and these numbers should not
no difference since small errors f in Yf and j translate intobe taken as an absolute measure of the machines relative
large errors for Yo , i.e., through Eq. (14). In other words,performance. For the present simulations, the CM-5 was
the frozen and equilibrium limits for Yf(j) become verychosen for its large amount of memory.
close together. This is the reason for the differences in Yf1 ,
Yo2 , and, hence, jst , between the experiment and the DNS.12. SIMULATION PARAMETERS
The resolution difficulties associated with very small (or
very large) values of jst are not widely recognized.Four different simulations were performed which will

be denoted by the letters A, B, C, and D. Case A was The reason for the difference in urms requires some expla-
nation. In order to get a complete picture of the combustiondesigned to match the reactive plume experiment of Brown

and Bilger [27] to the extent possible. In their experiment, process, the computation is carried far enough downstream
so that the reaction reaches completion, i.e., the fuel isthe reacting species concentrations were very small so that

the effects of heat release could be neglected and, hence, nearly all consumed. This requires vast computer resources
and so it is desirable to shrink the required distance asthe flow was incompressible. Therefore, the heat release

q and activation temperature Ta in the DNS case A were much as possible. This is accomplished by making urms

large (or, equivalently, Uy smaller compared to u*rms); how-set to zero. Note that Brown and Bilger work with molar
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TABLE II 14. RESULTS

Parameters That Varied from Case to Case in the
14.1. Turbulent Flow FieldNumerical Simulations

Since the domain is periodic in the transverse directions,
Parameter A B C D

two-dimensional energy spectra can be calculated by Fou-
rier transform in y and z. Figure 5 shows instantaneousq 0 73.03 73.03 224.7

Dat 3.81 3.81 16.3 3.81 2D total energy spectra of the velocity field at various
Ta 0 0 3 3 downstream locations for case A, where k2 is the magnitude

of the 2D wavevector. The spectra were computed by trans-
Note. Number, Pr 5 Sc 5 0.75, and all other flow parameters remained

forming planar (y-z) sections of u, v, and w at an instantas stated in Table I.
in time and averaging over annular sections in Fourier
space. Two-dimensional spectra are seldom measured in
experiments but are sometimes computed from DNS [44]

ever, stability dictates that there be no backflow through when there are only two periodic directions. The spectra
the inlet, which effectively sets the maximum value of urms provide a check on the numerical resolution, which is seen
such that at any given time the minimum streamwise veloc- to be very good. Figure 6 shows longitudinal autocorrela-
ity at the inlet is greater than or equal to zero. This practice tions of velocity at various downstream locations for case
results in a higher turbulence level than that found in most A. In addition to being temporally stationary, the turbu-
wind tunnel experiments. Thus some comparisons with lence is spatially homogeneous in y and z; hence, averages
laboratory data are made by interpreting both sets of data are computed over time and over cross-stream directions.
using a frame of reference moving with kUl. This is accom- The correlation function f is defined below for the trans-
plished by considering the time t 5 x/kUl and defining the verse components of velocity, with the averaging proce-
initial large eddy turnover time as t 5 l/urms , so that the dure shown to the right of each equation,
downstream large-eddy time is defined as tle 5 t/t 5 xurms/
kUll. The number of large eddy turnovers is thus propor-
tional to urms/kUl. Note that if this ratio is not much less

fv(Dy) 5
kv(t, x, y, z)v(t, x, y 1 Dy, z)l

kv(t, x, y, z)2l
, k( )l ; E1

0
E1

0
( ) dz dt,

than one, then the integral scale of the turbulence is of
the order of the longitudinal scale of decay and, hence, (41)
homogeneity in the streamwise direction may not be as-
sumed [43]. fw(Dz)5

kw(t,x,y,z)w(t,x,y,z1Dz)l
kw(t,x,y,z)2l

, k( )l;E1

0
E1

0
( ) dydt.

Cases B, C, and D were performed in order to examine
(42)the effects of heat release, activation temperature, and the

Damköhler number on the reaction physics. Table II lists
the parameters that were varied from case to case. In all

Far downstream, the tails of the curves rise above zero ascases, the Prandtl number was equal to the Schmidt num-
the integral scale of the turbulence, l*, approaches theber, Pr 5 Sc 5 0.75, and all other flow parameters remained
lateral length of the computational domain, Ly . Theoreti-as stated in Table I.
cally, the curves for v and w should be indentical and
symmetric. The lack of equality and symmetry gives some
idea of the statistical errors. The statistical errors are due13. VISUALIZATION
to the finite time and finite space samples of the data. Since
the inlet turbulence is periodic, the time signal repeatsFigure 3, taken from case D, shows instantaneous con-

tours of density, vorticity-magnitude, mixture-fraction, and itself and, hence, there are a limited number of statistically
independent samples available. If the length of the turbu-reaction rate on a planar slice down the centerline of the

plume; the flow enters at the left and exits to the right. lent field being fed through the inlet were increased, then
the statistical errors would decrease.The plots were made at the end of the simulation, after

all variables had reached statistical stationarity. Since the In Fig. 7 the mean density is plotted as a function of
downstream distance for the three cases with heat release.fuel is in short supply, the reaction rate is strongest near

the inlet where fuel is in greatest abundance. Figure 4 Here the density was averaged in time and over the cross-
stream directions y and z. In Fig. 8 the rms density normal-shows instantaneous ‘‘head on’’ views of j at various down-

stream locations including the inlet. The plots, taken from ized by the mean density is plotted. Case B differs from
cases C and D due to the difference in Ta . Higher activationcase A, demonstrate how the initially circular plume is

rapidly distorted by the turbulence and eventually reaches temperatures slow the reaction, thereby decreasing the
rate of heat release and density dilatation.the side boundaries.
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FIG. 3. Contours of density, vorticity-magnetude, mixture-fraction, and reaction rate on a centerline slice from case D.

Figure 9 shows the downstream growth of the Taylor The length scales drop slightly, as the inlet flow adjusts to
its environment, then they rise steadily up to the exit. Themicroscales, where a microscale in the i direction is com-
curves show that the turbulence is roughly isotropic. Byputed as
assuming high Reynolds number and a power-law decay
for the turbulent kinetic energy, the turbulence energy
budget predicts that, with no heat release, all length scalesli 5 F ku2

i l
k(­ui/­xi)2lG1/2

(no sum on i),
(43) should grow as (x/l)1/2 [45]. The coefficient 0.0156, as well

as coefficients for theoretical curves in subsequent plots,
k( )l ; E1

0
E1

0
E1

0
( ) dydzdt. were determined by a visual fit to the data. It can be seen
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FIG. 4. Gray-scale contours of mixture-fraction on various cross-stream cuts, taken from case A.

from the plots that the heat release has little effect on the The Taylor–Reynolds numbers decrease downstream but
remain high enough so that each case may be consideredgrowth of the Taylor microscales. Figure 10 shows the

power law decay of turbulent kinetic energy. The straight turbulent throughout the domain [13].
line corresponds to the empirical decay law of (x/l)1.25

reported by Comte-Bellot and Corrsin [46] for grid turbu- 14.2. Plume
lence in a wind tunnel. The results show that, after some

Figure 12 depicts the decay of the mean value of j alonginitial development, the simulated turbulent decay approx-
the plume centerline as a function of initial large-eddyimates the experimental data. Again, the decay of velocity
turnover time. The mean was computed by taking a timefluctuations is nearly the same for all four cases. This insen-
average of grid points within a distance of four grid spaces

sitivity of velocity statistics to density variations was also
from the plume centerline. Brown and Bilger [27] report

demonstrated in Sandoval’s simulations [33]. Figure 11 is
a decay law of t21

le and the plot shows that kjcl, from case
a plot of the Taylor–Reynolds numbers versus downstream

A, decays as t21
le with an error bound of 100(ukjcl 2 0.08/

distance. In the plots, Rl is defined for each direction, i.e.,
tleu/0.08/tle) , 18%. The line corresponding to t21

le is not
meant to imply that there was no scatter in the experimen-
tal data. The experimental scatter is not shown here forRl,i 5

liÏku2
i l

n
(no sum on i).

clarity. The other three cases appear to follow the same
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FIG. 5. Two-dimensional total energy spectra at various downstream locations.

trends as case A, e.g., rising and falling in the same places. specific radial positions; then s is computed via numerical
integration asThis is likely due to the fact that the inlet flow was the

same for all four cases and heat release did not have a
large effect on the flow. In Fig. 13 is plotted the decay of the

s(tle) 5 SeL/2

0 r2kj(r, tle)l dr

eL/2

0 kj(r, tle)l dr
D1/2

.root-mean-square value of j along the plume centerline.
Brown and Bilger find an empirical decay law of t21.32

le and
from the plot it can be determined that, after one large
eddy turnover, jc

rms for case A approximates the experi- The plume’s spread is very close to the t1/2
le dependence

mental data with an error bound of 100(ujc
rms 2 expected from (i) the conservation of mixture fraction, (ii)

an assumption of self-similar radial profiles for kjl, and0.09/t1.32
le u/0.09/t1.32

le ) , 37%. From random sampling theory,
it is expected that the statistical scatter in the second mo- (iii) kjcl having a decay exponent of 21. Brown and Bilger

[27], Nakamura et. al. [26], and Komori and Ueda [47] allment of jc will be greater than the error in the first moment.
Figure 14 shows the downstream growth of the standard report growth exponents of 1/2. Some of the discrepancy

in the plot may be due to the limited distance from thedeviation s of the mean scalar profile, computed as follows:
first, kj(r, tle)l is computed at each downstream (eddy-time) plume centerline to the side boundaries, which the plume

eventually crosses.location by averaging in time and over annular regions at
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FIG. 6. Longitudinal velocity autocorrelations from case A.

14.3. Reactive Scalar comparison cannot be made. For case A, the reaction is
seen to occur approximately midway between the frozenThe centerline decay of the mean (time-averaged) fuel
and equilibrium chemistry limits. In the frozen limit Yf 5mass fraction is plotted in Fig. 15. Since the inlet concentra-

tions differ from the Brown and Bilger experiment, a direct Yf1j, while in the equilibrium chemistry limit

FIG. 7. Mean density versus downstream distance. FIG. 8. Density fluctuations versus downstream distance.
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FIG. 9. Taylor microscales versus distance downstream.

large-eddy turnover time. For cases A, B, and C a rapid
drop occurs near a time of 3, as the fuel is fully consumed.

Yf 55
0 if j # jst

Yf1
j 2 jst

1 2 jst
if j . jst

The low Damköhler number and high activation tempera-
ture of case D result in a slow rate of reaction, compared
to the other cases.

From cases C and D it can be seen how an increase in the
activation temperature moves the reaction towards the 14.4. Extinction
frozen limit.

The strength of the reaction is measured by examiningThe root-mean-square of the centerline fuel mass frac-
its proximity to the extinction regime. The conditions fortion normalized by the mean value is plotted in Fig. 16. It
the extinction of a diffusion flame were first derived byis interesting to note that the limits cross at approximately
Liñán [49] using activation-energy asymptotics. Williamsone large eddy turnover time. Unlike kY c

f l, Y c
f,rms may lie

[50] defines quenching criteria using a reduced Damköhleroutside the frozen and equilibrium limits and these limits
number, which is given in terms of current variables,may cross each other. This behavior is due to the triple

correlation terms in the conservation equation for the sca-
lar variance [48]. For tle . 1 the reacting flow data lie Dae ; DaPe(rjstYf1e2Ta/Tf) F T 2

f

Ta(Tf 2 1)G3

(44)
between the frozen and equilibrium limits, but near the
inlet they appear to follow the frozen chemistry curve.
Case D is very near the frozen limit until far downstream. [2jst(1 2 jst)]2 S r

D =j ? =j
D uj5jst

,
Figure 17 shows the mean centerline reaction rate versus
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FIG. 10. Centerline decay of turbulent kinetic energy.

where Tf is the adiabatic flame temperature, given by very near jst . The data were taken from case D because
the reaction for this case is closest to the extinction limit.
The plot indicates that no flame quenching should be oc-

Tf 5
Yo2 1 rYf1 1 Yf1Yo2 q(c 2 1)/c

Yo2 1 rYf1
. (45) curring.

15. CONCLUSIONSExtinction will occur when Dae # DaE , where

This work has established a method for simulating aDaE 5 [(1 2 ucu) 2 (1 2 ucu)2 1 0.26(1 2 ucu)3

(46)
reactive plume in spatially developing, grid turbulence. By

1 0.055(1 2 ucu)4]e. applying a low Mach number approximation to the fully
compressible Navier–Stokes equations, the computing

If the temperatures of the fuel and oxidizer streams are time needed to integrate the governing equations is re-
equal, as in the present cases, then c 5 2jst 21; thus duced by roughly a factor of 1/M. A high degree of parallel
DaE 5 0.478. Equations (44) and (46) provide the criteria efficiency was achieved by decomposing the three-dimen-
for local flamelet extinction. The subscript j 5 jst indicates sional computational domain into planar sections. The
that Dae is to be evaluated on the stoichiometric surface. compact scheme for computing spatial derivatives is a good
It can be seen that if the quantity (D/Pe) =j ? =j, defined alternative to spectral methods when the boundaries are
as the scalar dissipation rate, becomes too large, then ex- nonperiodic. The global nature of the compact scheme
tinction will occur. The scalar dissipation rate is approxi- makes it sensitive to the boundary conditions. For the
mately proportional to the square of the local strain rate, turbulent inflow and outflow boundaries of the simulation,
hence sufficiently large strain rates cause quenching of a fifth-order compact boundary scheme was developed and

found to be stable. In solving the pressure Poisson equa-flamelets. Figure 18 is a scatter plot of Dae at locations
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FIG. 11. Taylor–Reynolds numbers versus distance downstream.

FIG. 13. RMS of mixture fraction along centerline.FIG. 12. Mean mixture fraction along centerline.
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tion, a second-order approximation to the density time
derivative was found to be significantly more stable
(allowing larger density variations) than a third-order ap-
proximation. The third-order Adams–Bashforth time-
stepping algorithm was found to be stable for maximum
density changes up to about a factor of 3. For higher density
ratios, a predictor–corrector method such as second- or
third-order Runge–Kutta should be used [34].

The technique of introducing mature turbulence at the
inlet removes the need for a lengthy computational region
in which turbulence must develop. Since the inlet turbu-
lence is specified by scanning through an existing three-
dimensional turbulent field, the interpolation between grid
points (of the inlet field) can affect the solution. Linear
interpolation was found to be unacceptable since it results
in discontinuous velocity derivatives, thereby causing the
pressure term in the mechanical energy equation to oscil-
late. Cubic-spline interpolation produces inlet velocities
with continuous derivatives and was found to help stabilize

FIG. 14. Standard deviation of mean scalar profile versus large eddy the calculation. A one-dimensional advective exit condi-
turnover time. tion for the primitive variables, along with a Neumann/

Dirichlet pressure condition at the inflow/outflow bound-

FIG. 15. Mean and limiting values of fuel mass fraction along centerline.
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FIG. 16. Fluctuation of fuel mass fraction along centerline.

aries, was found to work well. The open nature of the assumed constant, which is the case in combustors vented
to the atmosphere.streamwise boundaries allows for global expansion of the

fluid due to chemical heat release. This allows the thermo- For the incompressible simulation, the downstream
growth of Taylor microscales approximately followed thedynamic pressure (but not the dynamic pressure) to be
As power law predicted from the turbulence energy budget.
The decay of turbulent kinetic energy roughly followed
the 1.25 empirical power law reported by Comte-Bellot
and Corrsin. The centerline decay of mixture-fraction was
in fair agreement with a 21 power law reported by Brown
and Bilger. The centerline decay of the scalar rms also

FIG. 18. Reduced Damköhler number at stoichiometric locations for
case D.FIG. 17. Mean centerline reaction rate.
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247 (1993).albeit with a larger error bound. Furthermore, the spread
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iments of grid turbulence was also observed here. Regard- 22. R. Friedrich and M. Arnal, J. Wind Eng. Ind. Aerodyn. 35, 101 (1990).
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